Some Experimentson I diolectal Differencesamong Speakers

1 Motivation

It is generdly recognized that human listeners can dstinguish
between spesers who are familiar to them far better than those
who are unfamiliar. This increased ability is due no doub to
speker idiosyncrasies that are recognized by the listener, either
consciously or unconsciously. These spesker charaderistics offer
the posshility to significantly improve aitomatic spedker
recognition performance, if only we were ale to identify and use
them.

Historicdly in speder reaognition techndogy R&D, effort has
been devoted to charaderizing the statistics of a spesker's
amplitude spedrum. And while this has included dynamic (e.g.,
difference spedra) as well as datic information, the focus has been
on spedral rather than temporal charaderization. “Familiar-
speker” differences, however, surely relate to longer term speed
patterns, such as the usage of certain words and phrases, and to the
feaures tied to these patterns, such as intonation, stressand timing.
The use of such patterns and fedures affords a promising but
radicd departure from mainstream speker recognition techndogy.

To explore the posshility of using longer-term speed
charaderistics to charaderize spedkers, some preliminary
experiments were performed using the SwitchBoard corpus. These
experiments were performed in order to begin to understand and to
cdibrate some idioledal differences among spekers. If such
differences exist, then presumably they would exist within the
context of speet patterns gedfic to the spesers. Therefore this
study was direded toward the statistics of word sequences as a
function o speaer.

2 Speaker-Dependent Language M odels

N-gram language models are often used to good effect to improve
speedt recognition performance  These models are general models
of the language, trained onvery large @rpora, typicdly including
different sources from numerous gekers. And while alvanced
speet recognition systems usually include dgorithms to adapt to
different spedkers, adaptation is direded largely towards amustic
(spedral) fedures.

It is posshle to train language models for a spedfic spedker, of
course, asauming sufficient data. The question is whether such
language models are useful in dstinguishing among spedkers.
Some preliminary experiments were cndwcted to explore this
question eing the SwitchBoard corpus.! These experiments were
conducted to explore idioledal differences and to comprehend the
spedker charaderizing potential of N-gram language models.

! The SwitchBoard corpus contains data from five hunded speskers
colleded from telephore mnversations of nominally five minutes
duration. The average number of conversations per spegker was
deven, and eah of the mnversations for a given spedker was
typicdly on a different topic. More details may be found onthe
Linguistic Data  Consortium's  (LDC's) web  ste
http://www.ldc.upenn.edu/readme_fil es/SwitchBoard.readme.html

3 SwitchBoard Experiments

A number of experiments were @mnduwted using the SwitchBoard
corpus. All of these experiments used manual transcriptions of the
speet signal as the input data. No use was made of the aoustic
speet signa, per se (except as the source for the manual
transcription, of course). The manual transcriptions were further
processed to eli minate punctuation and transcriber comments and to
add begin/end turn tags (pseudo-words). An example utteranceis:

<start> Li ke uh [lipsmack] my boyfriend
listens to Guns and Roses <end>

Severa variations of this representation might be to exclude non
lexicd soundk, to ignore ca&e, andto ignore turn boundries. These
simplifications reduce the size of the N-gram vocabulary but also
reducethe richnessof the representation.

3.1 Speaker Entropy

The first experiment was to compute the spesker entropy of
individual N-grams. For the purpose of this gudy, the speaker
entropy of an N-gram was defined as:

Entropy(Ngram) = - z {PNgram (Spkri )Dbg[PNgram (Spkr; )]}

where PNgram(Spkri) is smply the fracion d N-gram tokensin the
entire SwitchBoard corpus that were spoken by speker i:

PNgram(a:)kri ) =N Ngram (33kri )/ N Ngram (tOtaI )

Figure 1 is a scater plot of spesker entropy for bigrams, where
entropy is plotted versus the total number of bigramsin the @rpus.
For infrequently occurring bigrams the low-entropy word patterns
(i.e., those that are highly indicaive of the spedker) include a
number of spedker-spedfic content words. For example
“in Maryland”, “South Dakota” and “Rhode Island”. For more
frequently occurring bigrams the (relatively) low-entropy word
patterns contain a number of bad-channel words. For example:
“uh-huh uh-huh”, “<start> Right” and “Oh <end>". There ae
adso a number of common speet petterns that show spedker
spedficity and that might thus be thought of as idioleda. For
example: “in terms of”, “sort of”, “it were” “so forth” and
“you bet”. One bigram was particularly interesting in that it
occurred atotal of 25 times in the SwitchBoard corpus and yet had
a spedker entropy of zero, meaning that it occurred only for asingle
speker. This is the bigram “how shall”. On further inspedion
this bigram was found to be part of a larger phrase, namely
“how shall | say ...”, which occurred in haf of the 26
conversations for this gedker. It is idiosyncratic speed patterns
like this that we might wish to exploit in recognizing familiar
spekers.
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Figure 1 Spedker entropy of bigrams for the SwitchBoard
corpus
3.2 Speaker Detection

Speker detedion experiments were @nduwcted using a whale
conversation side & the test segment. For ead test, one true
spedker conversation side was ®leded for the true speder trial and
one or more impaostor conversation sides were seleded for the
impastor trials.

3.2.1 Decision Algorithms

A conventional log likelihood ratio test was used. Thus the test
segment score was defined to be the log of the ratio of true spesker
likelihoodto badkgroundspeaker likelihood for an N-gram token j,
averaged over al N-gram tokensin the mnversation-side:

Z {loglArs (i)/A s ()}
]
S @
]
This formula is expresed in terms of N-gram tokens, but for

efficiency the log likelihoodratio is adualy computed only once
for eath N-gram type, k:

Z {N tokens (k) [lbg[/\ TS (k)//\ BG (k)]}

Z{Ntokens (}

where Nygens(K) is the number of occurrences of N-gram typek in
the test segment.

Score =

Score =

The N-gram likelihoods for this test were then estimated from the
remaining conversations in the SwitchBoard corpus. Thus the
target speaker model was creded from all the cnversation sides for
the target speaker except the one under test, and the badground
specker model was creaed from all the cnversation sides in the
whole SwitchBoard corpus except those for the target speaker and
the selected impostor speakers.*

For most of the spedker detedion experiments discussed here,
target spekers were limited to those having a least 10
conversations, meaning that ead target spesker model contains

! These etimated N-gram likelihoods were smoothed by adding
0.001to ead likelihoodestimate.

data from at least 9 sessons? It shoud be noted here that in the
SwitchBoard corpus ead conversation was targeted to a spedfic
topic, and that the SwitchBoard system controlled the topic
seledion so that no speker (hardly) ever spoke on the same topic
more than orce®

Figure 2 is a plot of the detedion error trade-off (“DET”) curve for
unigrams and kgrams. Note that there is dgnificant spesker
charaderizing information for both urigrams and kigrams, with
bigrams providing the best performance
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Figure 2 Spedker detedion performance on conversation sides
for unigram and kigram likelihoodratio scores

Considering the statisticd correlation ketween reaurrences of the
same N-gram, the score formula was modified to discourt multiple
occurrences of the same N-gram in a test segment:

Z{ tokens( )[[bg[/\TS( )//\ BG( )]}
5 N2 6

where D is the discourt fador, with permissble values of D
between Oand 1

Score

For D = O thereis no dscourting of N-gram tokens, and for D = 1
there is complete discourting. (With complete discounting, a
particular N-gram type will contribute the same increment to the
score regardless of how many times that N-gram occurs during the
test segment.)

Figure 3 is a DET plot that compares gpedker detedion
performance with and withou discounting of N-gram tokens. Note

2 This reduced the total number of target speekersto 217,

% The fad that speakers discused a different topic during eath
conversation is sgnificant becaise this implies that the speaker
detedion performance is not attributable to the topic. On the
contrary, the speser detedion performance is despite changes in
the topic. (Only four percent of the spedkers ever spoke on the
same topic more than orce and well under one half percent of all
conversations were on arepeaed topic for a spedker.)
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that discourting degrades performance for unigrams but improves
performance for bigrams. Figure 4 shows DET performance for
several values of discourting for bigrams. Note that the best
performance for bigrams is obtained with complete discourting.
Therefore, complete discourting will be used for the remainder of
the experiments discussed in this paper.
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Figure 3 Spe&ker detedion performance for unigrams and
bigrams with and withou token discourting
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Figure 4 Spedker detedion performance for bigrams as a
function o token discourting

3.2.2 Reduced N-gram Representations

The N-grams, taken from the origina SwitchBoard transcriptions,
preserve information hkeyond that provided by basic SNOR-style
transcriptions.  Spedficdly, SwitchBoard transcripts also provide
upper/lower case information, nonword sounds (spedficdly
sounds described by bradet-enclosed keys such as “[laughter]”
and “[lipsmack]”), and turn start/end tags. Figure 5 shows the

effed on spe&er recognition performance of eliminating these

comporents.
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Figure 5 Speder detedion performance for N-grams with
reduced representation

For both higrams and urigrams, there is no change in performance
from excluding nonwords. Beyond this, however, the dfed is
quite different for unigrams and hkigrams.  For unigrams,
diminating cese information degrades performance significantly.
And additional elimination o nonword information degrades
performance further (curiously, since there is no degradation in
performance when nonwords alone ae diminated). For bigrams,
there seans to be no effed on performance, regardliess of the
presence or absence of case and norword information. This might
be due to an ability of bigrams to (redunchntly) represent the
information conveyed by case. Finaly, the dfed of eiminating
turn information is oppasite for unigrams and kigrams. For
unigrams, the dimination of turn information (represented by single
“<start>"/ “<end>" tokens) gives the best performance, while for
bigrams €elimination d turn information gives the worst
performance

3.2.3 Performance versus Amount of Test Data

It would be interesting to understand how performance varies with
the anourt of test data. To as®ss this asped of performance, a
scatterplot of bigram test scores is siown in figure 6, where eab
test score is plotted versus the number of bigram tokens in the test
segment. Overlaid onthis saterplot are plots of the mean values
and standard deviations of test scores for subsets of scores divided
acording to number of bigram tokens. Perhaps more relevant is
the derivative F-ratio measure, which shows a sharp rise with the
size of the test segment. Note dso that there is no suggestion that
the F-ratio might be gproaching an asymptote, up to the limits
imposed by the SwitchBoard corpus.
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Figure 6 Scatterplot of spesker detedion scores for bigrams as a
function o the number of bigram tokens in the test segment.

3.2.4 Performance versus Number of Training Sessions

It seems surprising that a spedker-dependent N-gram language
model, trained on a rather small number of short conversations,
could provide the level of speder detedion performance that has
been observed. Certainly this suppats the notion o idioled —
spedker-spedfic usage of words and plrases. Nevertheless it
would seem that a significant amourt of training data would be
required to adequately cdibrate idioled for spegker reaognition.

To gain some understanding of how performance varies as a
function d the anount of training data, the target models were
partitioned into dfferent subsets acording to hov many
conversation sides were used in creding the target model. Results
are shown in Figure 7 for bigrams. While there eists a modest
level of spesker detedion performance for even a single training
sesson, performance dimbs geadily up to the limit imposed by the
SwitchBoard corpus, with eat doubling of training data resulting
in approximately a halving of error rate.
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Figure 7 Spedker detedion performance & a function d the
number of training sessons for bigram models.

3.2.5 Performance of Low- and High-frequency Bigrams

To gain some understanding of the source of the spedker
characderizing power, two experiments were run to progressvely
prune avay first the low-frequency bigrams and second the high-
frequency bigrams. This pruning was acaording to the total number
of bigrams occurrences for the entire SwitchBoard corpus. Figure 8
is a DET plot showing the dfed of excluding the low-court
bigrams, and figure 9 isa DET plot showing the dfed of excluding
the high-court bigrams.
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False Alarm probability Cin £
Figure 8 Speker detedion performance ecluding low
frequency bigrams
Note that there is little éfed of excluding low-court bigrams up
to a cournt of 150 This is encouraging, becaise there ae only
2500 bgram types with a @wurt 150 a more, which acourt for
half of al bigram tokens. (A cumulative distribution o unigram
and kbgram types and tokens for the SwitchBoard corpus, versus
frequency of occurrence, isgiven in figure 10.)
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Figure 9  Spedker detedion performance ecluding high
frequency bigrams
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For high-court bigrams, there is little dfed down to a ourt of
1000 This acourts for fewer than 300 bgram types, but over one
quarter of al bigram tokens. So, it appeas that most of the
idioleda adion, at leest with resped to the use of bigrams for
spe&ker reaognition, isin the third most likely quartil e of bigrams.
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Figure 10 Cumulative distribution o N-gram types and tokens
3.2.6 Demographic Factorsthat Affect Performance

There is a dea digtinction in the aoustics between mae and
female speaers, which is not present in the transcription o course.
There may, noretheless be nsistent idioledal differences
between men and women that are exhibited in the spedker detedion
task. Thisis affirmed in the mntrast between same-sex and cross
sex spedker detedion performance shown in the DET plotsin figure
11. Curioudly, there seams to be little or no dfference between
same-sex and crosssex performance for female models, while the
differenceis astriking fador of 4 for male models.
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Figure 11 Comparison o spesker detedion performance for
same-sex Versus crosssex impostors

Ancther fador of perhaps only acalemic interest is the significance
of age difference between impostor and target. To assss this, a
scaterplot of impostor score versus age difference is presented in
figure 12. While there is no apparent trend visibly obvious in the
scaterplot itself, a second ader polynomia regresson line shows
that impostor scores do tend to beacome worse & the aye difference

between impostor and target increases. Several speaulative
explanations for this phenomenon are passble. For example, there
may be stage-of-life fadors that influence aspeker’s idiolea. Or
this may be aside dfea of the evolution o language. Or thiseffed
may be amere statisticd anomaly.
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Figure 12 Scaterplot of impostor scores versus age difference

4 Conclusions and Recommendations

The performance of speder detedion based upon ligram statistics
is surprisingly good, at least for the SwitchBoard corpus as gudied.
Surprising from severa aspeds, nat just that speker detedion error
rates are low:

e Although performance was observed to continue to improve &
the anourt of training data was increased, noretheless good
performance was observed for a surprisingly small number of
training conversations.

e Performance was maintained while excluding al but a small
number of bigrams, on the order of a few thouwsand. These
bigrams are namely those that occur most frequently. (This
helps to explain why it is that good performance is achieved
with arelatively small amourt of training data.)

These experiments are very encouraging. They suggest that it may
be feasible to exploit “familiar spe&ker” charaderistics with a
ressonable anourt of training. They also suggest that it might be
ressonable to crede atecindogy that (automaticdly) finds the
needed higher-level speed patterns (because they occur with
sufficient frequency to exhibit multiple occurrences in the training
data).

Further exploration o these idess sams likely to produce
techndogy of grea value for speker recognition applicaions and
cetainly of gred scientific merit. One of the most promising areas
would seam to be in exploiting the synergy between a speker’'s
language and aooustic charaderistics. This can be done by more
than simply combining language axd aomustic scores. Rather, it
may well be far more discriminative to condtion the aoustic
cdibration d a spe&ker on those speedt patterns edfic to that
speker’'sidioled.
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